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1. Concept bottleneck is not robust 1. Concept Score Alignment (CSA)
Interpretable concept bottleneck P... (D, ® h) #P,.. (D¢, h)

Various efforts to close the performance gap on in-distribution test set

Feature alignment of the concept scores of test inputs: their class-conditional distributions
2. Concept reliance is not adapted are close to that of the concept scores in the source dataset

Peon (D, ¢, h) # Peon (Ds, p, h) 2. Linear Probing Adaptation (LPA)
Pprea (De, @, h, g) # Ppreq (D, §, h, g) Label predictor is adapted, minimizing the cross-entropy loss with FM-based pseudo labels

How does it perform after deployment?

Motivation: When Deployed in the Wild

3. Concept set is not complete 3. Residual Concept Bottleneck (RCB)

. . There does not exist any g that satisfi . L. . . .
(AVG: average group acc, WG: worst group acc) Yy ati>Ties Learning additional concept vectors and a linear predictor, minimizing test accuracy and

Source
T ; - Pprea (Dt @, h, g) = Ppreq (Ds, @, b, g) overlap with existing concept vectors, while maximizing the concept coherency
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